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MOTIVATION
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Problems of image search system

● Nowadays, users’ query information used in image search 
may not be protected

● How can we protect our “personal” query?

➔ Adversarial attack
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What is adversarial attack?

Adversarial attack: maliciously designed perturbation that when applied on 
image, causes a machine learning model to make a mistake

Explaining and Harnessing Adversarial Examples, ICLR 2015
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How do we use adversarial attack?

● Aimed to fool DL-based image retrieval system

● Design adversarial query that return the same search results as target 
query but look visually similar to carrier image
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RELATED WORKS
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Adversarial attack

● Gradient-based attacks
● Fast Gradient Sign Method (FGSM)

● Maximizes first-order gradient of classification loss

𝒙𝒂𝒅𝒗 = 𝒙 + 𝝐 𝐬𝐢𝐠𝐧 𝛁𝒙𝑱𝜽 𝒙, 𝒚

● Basic Iterative Method (BIM)

● Iteratively repeats FGSM attack

𝒙𝟎
𝒂𝒅𝒗 = 𝒙, 𝒙𝑵+𝟏

𝒂𝒅𝒗 = 𝑪𝒍𝒊𝒑𝒙,𝝐 𝒙𝑵
𝒂𝒅𝒗 + 𝜶 𝐬𝐢𝐠𝐧 𝛁𝒙𝑱𝜽 𝒙𝑵

𝒂𝒅𝒗, 𝒚

Explaining and Harnessing Adversarial Examples, ICLR 2015

Adversarial Examples in the Physical World, ICLR Workshop 2017

𝒙 = original image

𝒚 = gt label

𝒙𝒂𝒅𝒗 = adversarial image

𝝐 = perturbation scale

𝑱𝜽 = classification loss of target classifier

𝑪𝒍𝒊𝒑𝒙,𝝐 = pixelwise clipping
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Adversarial attack on image retrieval

● Follows framework of adversarial attack on classification
● Gradient-based approach

● Generator-based approach

● However, these approaches used non-targeted attack

● Objective

is optimized as:
𝒙 = adversarial image

𝒙𝒄 = carrier image

𝒚𝒄 = gt label of carrier image

𝒍𝒏𝒓 = performance loss
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METHODS
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Problem formulation

● Generate adversarial image that can be used to protect 
target query image
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Problem formulation

● Generate adversarial image 𝒙 that has high descriptor 
similarity but very low visual similarity to the target 𝑥𝑡

Performance loss: 

make the descriptors 

of 𝒙 similar to that of 

target image 𝒙𝒕

Distortion loss: 

make 𝒙 visually similar 

to carrier image 𝒙𝒄
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Performance loss 𝒍𝒕𝒓

● Global descriptor
● Suitable when all parameters of retrieval system are known

● Can be 𝒍𝑮𝒆𝑴, 𝒍𝑴𝑨𝑪, 𝒆𝒕𝒄 … depending on pooling layer

● Activation tensor
● Minimize the difference between features of 𝒙 and 𝒙𝒕

𝒙𝒔 = image 𝒙 with resolution 𝒔
𝒈𝒙 = feature descriptor of 𝒙
𝒉𝒙 = 𝒈𝒙 passed through pooling layer

𝒘𝒙 = 𝒉𝒙 passed through whitening

𝒖 𝒈𝒙, 𝒃 𝐢 =  histogram of activations from the 𝒊-
th channel of 𝒈𝒙 on histogram bin centers 𝒃
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Performance loss 𝒍𝒕𝒓

● Activation histogram
● Minimize distance on first-order statistics of feature 𝒈𝒙

● Different image resolution
● Ensures that attack is successful across different resolutions

● Often applies Gaussian blur on 𝒙𝒔 to generate 𝒙ො𝒔

𝒙𝒔 = image 𝒙 with resolution 𝒔
𝒈𝒙 = feature descriptor of 𝒙
𝒉𝒙 = 𝒈𝒙 passed through pooling layer

𝒘𝒙 = 𝒉𝒙 passed through whitening

𝒖 𝒈𝒙, 𝒃 𝐢 =  histogram of activations from the 𝒊-
th channel of 𝒈𝒙 on histogram bin centers 𝒃
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Performance loss 𝒍𝒕𝒓

● Ensemble
● Combine 𝒍𝒅𝒆𝒔𝒄 for all possible pooling layers 𝓟

𝒙𝒔 = image 𝒙 with resolution 𝒔
𝒈𝒙 = feature descriptor of 𝒙
𝒉𝒙 = 𝒈𝒙 passed through pooling layer

𝒘𝒙 = 𝒉𝒙 passed through whitening

𝒖 𝒈𝒙, 𝒃 𝐢 =  histogram of activations from the 𝒊-
th channel of 𝒈𝒙 on histogram bin centers 𝒃



16

Optimization

● Adversarial image is generated by minimizing 𝑳𝒕𝒓
● Uses gradient-based methods
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EXPERIMENTS
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Experimental setup

● Datasets

● Holidays, Copydays, 𝓡Oxford, 𝓡Paris

● Learning rate = 0.01, # iterations = 100 or 1000 (for 𝑳𝒕𝒆𝒏𝒔)

● Resolutions =

● Target models

● AlexNet (𝒜), ResNet18 (ℛ), VGG16 (𝒱)

● (𝓐, 𝑳𝒉𝒊𝒔𝒕
𝑺𝟏 , 𝟎) – optimization on AlexNet using 𝑳𝒉𝒊𝒔𝒕

𝑺𝟏 with 𝝀 = 𝟎

● 𝓐,𝐆𝐞𝐌, 𝑺𝟎 – testing on AlexNet with test-pooling GeM and resolution 𝑆0
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Optimization iterations

● Carrier distortion – increases as # iterations increases

● Performance loss (𝒍𝒕𝒓) – decreases as # iterations increases

● Similarity to target/carrier – increases/decreases as # iterations increases
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Robustness to unknown test-pooling

● Mean average precision (mAP) and similarity (𝒙𝒕
⊺𝒙𝒂) on different performance loss

● Adversarial query is tested under multiple test-pooling layers
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Impact of distortion term

● Impact of 𝝀 on visualization of adversarial image

● Numbers below each image represent descriptor similarity with 𝒙𝒕
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Concealing/revealing the target

● Target, carrier, and adv. images (top row), depth-wise maximum of 𝒈 (middle row), 

and inversion1 of 𝒈 (bottom row)

1. Understanding deep image representations by inverting them, CVPR 2015
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LIMITATIONS
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Personal reflections

● The usage of distortion loss ∥ 𝒙 − 𝒙𝒄 ∥
𝟐 is poorly justified

● Even when its weight is 0, adversarial image retains high visual similarity to 

the carrier image

● Time taken for attack is too high

● Optimization takes up to 68.4 sec on certain cases

● Not practical on large-scale search with high # of queries

● Paper lacks experiments/analysis on black-box models

● Practically, the models used for retrieval tasks are unknown

● Proposed method may show limited performance when the model is not 

known


